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FOREWORD

This final techrical report was prepared by Philco-Ford Corporation, !
Willow Grove, Pennsylvania under Contract F30602-69-C-0169, Project 7055,
Task 705504, The RADC project engineer was Mr. Richard Vonusa (EMITP).

This work covers a period of time from January 1969 to January 1970 and
represents an effort of the Advanted Engineering and Research Laboratory of
Philco-Ford's Data Recogniticn and Processing Engineering Department, managed
by Mr. Frank Teklits. Mr. louis R. Focht directed and carried out the tech-
nical program under the suﬁg;;T;TEE—ET'Mr Thomas J. Harley, Jr., Supervisor
cf the Advanced Engineering and Research Laboratory.
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A% This saport descrived tha efforts undertaiken to improve the experi-

mental model M™oice Sound Recoanizer® origiaally built under Contract AF

30€02-67~C-0300, This equipmene utilized the techniques of S.ngle Fguivalent
Formanl paraseter extraction, phonemic category recognition, and category-
sequence word recegnition.

Extensive hardrare and softwvare modifications to the basic recognizer
system were made during the orogram wvhich include the use of semiauntomatic
speaker adaptation by means of distance functiong derined by sets of phonemle
category strings and nearest neighbor word recognition decisions.

The final recognizer configuration displayed a reduced speaker sensi-
tivity and an average recognition rate for tour speakers of 851 when using a

25-word vocabulary.




T e e E S ‘
3 el ikl N g e S . B i G

"1 g R N N AR YY) A A N N 2ES .:,..“... (-,.-.u,i

R - A S S T
: b e NN T v S ) e 3 1% iy MR AR S LFAN A EEAT Y TR b
S e R L A Y PR ITTHR L R R R SR Y ,‘a.“‘w,-.y,-.',_g.-..\-.lfo).;~.r.ti-;.-.,, A SRR L e * ‘

. _ EVAUJATION :
9 The objective of this program was to mske necessary modifications 2
; A and improvements to an automatic isolated word recognizer fabricated y

under a previous contract. Nords are identified by recognizing basic

sound classes and their order or sequence of recognition. This pro-

gram was aimed at making the necessary hardware and software modifica-

tions so that higher recognition rr.tes could be achieved in recognizing

b some of the more difficult sound categories. Previously, the nasal

% ’ category representing the sounds 'm"”, "n", and "ng" was recognized

i with a very low probability of correct recognition. During this effort

: the reliability of the nasal category detector was greatly improved.

& In addition, the vowel and stop detectors were significantly modified ‘

i .“ to improve their recognition rates. i
1

Sof tware programs were xritten so that the sound recognizer hard-
ware could be evaluated more efficiently using different. speakers and

varying the quantity of library words.

Word recognition is performed by using an algorithm which uses
distance functions generated by graups of sound category sequsnces and
nearest nejghbor word recognition decisions.

The existing system is now capable ot recognizing four aifrerent
speakers uttering 25 test words with word recognition ratesvarying
from 72% to 92%. ’

In its present form, it is a usable system as an interface between
man and machine using a preselected vocabulary of approximately 25-30
words.

- Word recognition rates could still be improved if a feedback system I
3 was incorporated. The feedback system would utilize various linguistic

rules, apriori knowledge of the library words, and certain command
language restraints. Such a system could very well be implemented and
activate various systems by means of voice control.

—

T

RICHARD S. VONUSA i
Project Engineer
BC Processing Section
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SECTICN I

IMRCUCTICN

The building of a real-time isolated word speech recognizer, utilizing
the Single Fquivalent Formant (SEF), phonemic category recognition and cate-
gory-sequence word recognition techniques, was accomplished during a previcus
contract FR0602-67-C-0300. This reccgnizer was 2ntirely hdrdware implemented
and capable of recognizing a total of any 12 words chosen from a larger 1ll2-
word vocabulary of Fortran programming words. The recognizer design concepts
were such that the vocabulary coculd be expanded to the full 112 words; however,
the equipment was limited to 12 words for reascns of implementation cost. Tze
changing of vocabulary words was accomplished by altering hardwired category-
sequence word-recognition lo ic to conform tc design data obtained from sample
utterances of the desired vocabulary words. The design of this recognizer and
the underlying concepts are fully described irn the final reports for contracts
P3060267-C~0300 and AF 30(502)4170 and shonld be considered a part of this
report.

Test results from the phonemic category word recogniier demonstrated a
tendency towards speaker sensitivity. As shown in Table 1, the eguipment
achieved a recognition rate of 93% (for a 12-word vocabulary) during the test-
ing of the speaker who supplied word logic design data. However, for new
speakers, the recognition rates dropped to the 707 region. To overcome this
problem, RADC desired that three efforts be undertaken during the program

described in this report:

1. Improvement of the existing phonewic
category recognition logic.

2. Implementation of the category-sequence
word recognition logic in software.

3. Provide a means to adapt the recognizer
to individual speakers.

The first of these efforts was directed towards finding and eliminating
general problems in the phonemic category detectors. The latter two efforts
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were undertaken to reduce the speaker sensitivity of the word logic. The

tectinique of adaptation to individual speakers was felt to be a reasonable
system compromise in applications where the speaker's speech characteristics
can be determined prior to use. This is, of course, practical only if the
process of adaptation is accemplished rapidly and automatically.

Early in the program, a technique for word logic adaptation was coen-

ceived and tested by RADC project personnel. It proved feasible for use in

‘the recognizer and was subsc jiently used during the program., The technique

involved the generation of a "training library" by each speaker, which con-
sisted of a number of samples fo- each word in the vocabulary. These train-
ing samples are stored in the computer memory in the form of phcenemic cate-
gory sequences. A separate training set ic stored for exclusive use by each
speaker whenever he wishes to use the recoznizer. These training sets are
used during recognition as examples egainst which the unknown test word must
be matched by the category-scquence word logic. The variations within an
individual speaker's training library had already shown by the jrevicus pro-
gram to be within the match capability of the category-sequence word recogni-
vion logie. Thus, speaker-to-cpeaker variation was effectively eliminataed
Furthermore, training can be accomplished autumatically and as rapidly as the
speaker can utter a set of library words.

Table o shows the typical improvement obtained by this technique at an
carly point in its development. The test results are for three speakers
uttering 10, 20, and 30 word vocabularies, and show average recognitlion rates

f 91, 85, and 80 percent, respectively, and relatively small differences
from speaker to speaker.

The training library technique provides an additional important advan-
tage in that a vocabulary may also be changed as rapidly as the speaker can
utter a new set of training library samples.

Figure 1 shows the block diagram cf the hardwcrc/softwurc speech
recognizer that evolved during the course of the pregram. It consists of the
phonemic category recognition logic, a computer interface, the RADC computer,

tape deck, and telctype cutput., The operational sequence consists of a

speaker uttering a set of training words into the phonemic category recognizer.

The detected category sequence is fed to the computer through the interface

2 ’*"tg 4.'5«, \

Vi

5o A
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Recognition Rates for Individual Speakers
Using a Training Library for Logic Adaptation

Speaker #1
Speaker #2
Speaker #3

Average

10-Word 20-Word 30-Word
Vocabulary Vocabulary Vocabulary
95 90% 93%
95% 90% 80%
85% 80% 7%
91% 85% 80%
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and stored in memory. If the speaker wishes to use the recognizer at a later
date, his training library is trensferred to tape so that he will nct nave to
generate a training l'brary a second time. Once the training library has been
generated, the recognizer operates in the recognition mode, &t which tire the
sortware category sequence logic carries out o matching process on each word
as it is uttered. The teletype ic used to print out the final recognition
decisicn. The entire operation is essentially a real-time process.

The phonemic category logic recognizes a total of 13 phonemic cate-
gories., The categories are shown in Table 3 and are generally divided intc
groups denoting manner of articulation, i.e., voiced stops, unvoiced stops,
nasals, etc. The vocabulary utilized during the program consisted of words
taken from the list of Fortran programaing words shown in Table k.

Section II of this report describes hardware modification while Section
III descrites the word logic concepts and software developed during the pro-
gram. The remaining Sections IV and V describe the results, conclusions, and

recommendations. i
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Phonemic Categories L

Phonemic
Catepgory lumber

1

w & W

A e =) O

10
1
13
14

Phonemes in

the Category

§
f,

P,
b,
m,
5
)
A,

L,

€, &
a,¥

2, U

u, w
V - vowel

F - fricative
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SPACE
EQUAL
OPEN
CLOSED
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h2,
43,
Lh,
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L6.
L7,
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169-
50.
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5h.
55.
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6L.
650
6.
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78.
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Table k4

(SRR = ]

TRUE
FALSE
IDENTITY
NOT

LESS
THAN
GREATER
R

AND

GO
ASSIGN

193
RETURN
END

DO
CONTINUE
PAUSE
STOP
COMPLETE
DIMENSION
SUBRQUTINE
EXTERNAL
BLOCK
READ
PRINT
PUNCH
WRITE
ENDFILE
BACKSPACE
REWIND
FORMAT
CALL

81.
8.
83.
8h4.
65
87.
89.
Q0,
gq1.
92.
93.
k.
95.

97.

98.

9.
100.
101.
1020
103.
10k,
105.
106.
107.
108.
109.
110.
111.
1l2.
213
11k,
115.
16.
117.

FUNCTICN
EQUIVALLENCE
COMMCT
DATA
INTEGER
REAL
DOUBLE
PRECISICHN
COMPLEX
LOGICAL
RELEASE
REPCRT
SYSOPS
ABNCRMAL
MAGTAYE
NOCARLS
NOPROGRANM
MAP

EDIT
NODEBUG =
BATCH
FORTRAN
LIB

TAPE

JCB
PROGRAM
ENDCQMP
CARDS
NOIDENTITY
CMPERRS
F4DUMP
HALT

COBOL
CQNIN

REM

TAC

LOW S

i
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SECTION II

PHONEMIC CATEGORY DETECTOR MODIFICATIORNS

2.0 Intrcduction

Figure 2 shows the overall logic for the phonemic category recognizer
(dcvelopcd during the previous progrmn). There are four basic levels of logic.
The first of these is the parameter extractor logic. A total of three para-
meters are extracted: the SKFF, the SEF amplitude, and voicing.

The second level of logic is the detection of acoustic features. This
level concerns itself with the quantization of parameter levels and slopes.
These features are the simplest individual unit ol information processed by
the recognizer.

The third level of logic is termed acoustic event detection. Strings
of features are combined to form units that are perceptually significant but
do not necessarily possess the same perceptual value.

The fourth logic level is the delection of phonemic categoiles. In
this logic the varicus acoustic events are subdivided and then recombined to
form categories of identical percepuual events. Figure 3 shows in greater

detail the individual functional blocks and their interconnections.

At the onset of the program, it was observed that the unvoiced stop de-
tector (category 4) did not respond for certain speakers. An investigation of
the »nroblem uncovered a special case logical error in the release detector
(card 10) which is described in Section 2.3. This problem showed the need for
a general performance analysis of the phonemic category detectors.

This analysis consisted of examining the detected phonemic category se-
quences, as printed out by the computer, for four speakers uttering one sample
each of 20 different words. The detected sequences were then compared with
the sequence which would be expected by considering the word pronunciation.
Confusion matrices were constructed from which the summary shown in Table 5
was derived. As shown, both the prubability of detecling an uttered phoneme

9
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Table 5

g Performance Analysis Results
3 . 1

Probability cf Correct  Probability that the Detector

/ Detector Revonse to Respengse Resulted frem the
; thenerme Category Uttered Phoneme Utterance cf that Fhoneme




and the probability that a detector response was the result of an uttered
phoneme are shown,

Three major problem arcas are evident from this data. First and most
important, the nrasal category (#6) has a very low probability of detecticn;
however, it 't is detected, there is a high probability that the vhoneme was
uttered. Secondly, vowels have just the reverse characteristic, producing
many “extra" vowel detecticns. Finally, the voiced stop detector (category }
#5) also tends to produce many extra voiced stop detecticns. The previously
mentioned unvoiced stop detector is not evident because a fix was made 1or
this problem before the error analysis was undertax....

These tests prompted furthar circuit efforts to eliminate these prob-

lems. The following sections describe these efiorts,

2.2 Nasal Category Detector Studies

The oripinal nasal category detector in the equipment delivered on ccn-
tract F3000, «07-C=030 worked by detecting excursions of the SEF signal
into the frecuency rerion associatea with the articulation of nasals. This
SEF region is detected by quantizer circuit 9 in cards 5, 6, and 7. The final
output from card 7 is designated S and requires the presence of the SEF sige-
nal in the nasal region for more thun 1200 ms. This rather ling duration re-
quirement was imposed to inhibit sperious nasal detections for certain short
duration noiselike excursions of the SEF signal into the nasal region.

Nasal deteecticn failures observed during the verformance analysis were
found to occur when the articulated nasal was less than 120 rs 1n duration.
This situation trequently occurs for mid-position nasals such as the second
nasal in the word "minus",

A new card was made and installed in the pheonendc category recognizer
te help redice this probiem. (The card is lccated in position 15A in the
recognizer.) This card attempts to differentiate short mid-position nasal
characteristics from the previously menticned spuricus SEF excursions.

Figure b shows the functional block diagram for this card. i

The logic utilizes the mid-nasal's characteristic small drop in the
arplitude and the excursicn of the SEF into the nasal region during
this drop. The wnplitude rise at the end of nasal articulaticn is detected

13




.

S 4

=

104409
A8093LY)
AL
ain
O

198 PTH

As
LOHS 3%Q

NG

203°933(
N 23037
-
1353y
R
g .

INIJI0A
sn 09
-
Av130
83211uynd
I3A37 438
sHoZ MO193% TvSYN
——eoe O
(2l
As
34073443
3001 1 eny
4nG) LERE PIS

2

1k




by the RC differentiator and threshold detectcr at the bottom of the rigure.
Quantized SEF information from the Q, hold card (#) rather than the Q) delay
gard (#7) climirates the 100 ms duration requirement imposed by the original
equipment. The SEF information is passed through a 20 ms hold civeuit to in-
sure its presence dquring the amplitude rise at the end of the nasal. As a
further restriction to inhibit spuwricus SEF recponses, it is required that the
nasal be preceded by a voiced sound of at least €0 ms duration. This is ac-
complistied by the 60 ms veicing delay circuit. If both preceding voicing and

.4

Q) oceur, the Flip-Flop it set by means of the left-hand "and" gate. Thi

2

,
in turn, enables the right-hand "and" gate to pass the detected amplitude rise
which in turn triggers the output one shot. Flip-Flep reset is accomplished
through the three input “or" gate. The output of this card is then "or" gated
with the output of the original nasal card (#15).

This card provides an improvement when the SEF nasal signal

is detected or the drep in amplitude is pronounced enough to be detected.

]

These two conditions were found to be frequenilly missing. The worst cas
occurs when the word is prenounced so rapidly that the nasal SEF level is

V4 -

totally missing. Hothing shori of the recommendation in Sectica V is

"

A |

“

.

be a satisfactcry soluticn for this latter case.

It was found, however, that for the case of undetectable amplitugde -
changes, a modification could be made that would provide some indicaticn of a
nasal's presence. This change invelved changes in beth the catepory and the
word logic. (Thc category-sequence word logic changes are described in Sec-
tion III.) The hierarchy of the category detectors assumes that a werd is
composed of strings of vowels and fricatives interspersed with nasals an
stops. The beginning of a fricative or vowel is always signaled by the phe-
nemic recegnizer with a general vovel or fricative categoery (13 and 14, re-
spectively) and then followed by the specific vowel or fricative catepory
(v, 8 9, 10, 11 or 1, 2, 3). Thus, a typical wvowel fricative s:quence wowld
be 13-8-9-14%-1, If a nasal cccurs between two vowels, the general vowel cate-
cory #13 detectica is generated before both vowels, i.e., 13-76-13-8. This
is accomplished in the vowel fricative detector (card #11) Ly resetting the
vowel and fricative duration detectors whenever r nasal is detected by card
15 and 15A. However, if the SKEF nasal quantizer is not present for more than
120 ms prohibiting an o:tput cn card 15 and the amplitude drep is too small to




2

satisfy the detector cn card 15A, no resetting of the vowel fricative detector

will occur, -
The abtove cutegery vowvel-nusal-vowel sequence 1S then detected as 13-7-

8. This situation is particularly hard for the word logic to handle and leads i

to very poor match scores. To reduce the penalty imposed upon the word logic

in such cases, a modification has been made to provide some indicaticn of the

occurrence of & nasal when the nasal SEF detector is satisfied but the ampli-

tude criteria is not. The vowel-fricative detector (Fiﬂure 5) was modified so

that reset occurs by the occurrence of an output from the unfiltered SEF nasal

regicn quantizer (Qq) rather than the actual ocutput from the nasal detector.

Thus, if a short nasal is not detected because the amplitude change is too

small even though there is an output in the Qg quantizer, then the vowel cate-

gory (13) will be inserted in the citegory seﬁuence, i.e , 13-7-13-8. Ry tro-

per word logic design, the 13 in the middle of the vowel string may be inter-

preted to mean the presence of a nasal in the word sequence.

2.3 Stop Detector Modification

During the initial testing of the phonemic category word reccgnizer
arter delivery to RADC, it was noticed that the unvoiced stop category detec- |
tor did not respond for certain people's articula}ion of "p" and "k". Inves-
tigation showed that a transient in the voicing detecter microphone occurred
rfor these people. Thic transient prcduced a 10 to 30 ms duration voiced in-
dication at the cnset of the plosive release of the unvoiced energy during the
articulaticn of "p" and "k". This woiced indication was sufficiently long to
reset tie Flip-Flop for the class 5 release detector through the three input
"or" gates shown in Figure 6. The resetting ot this Flip-Flop inhibited the
detection of the relexse and thus the unvoiced stop. This situation was cured
by changing the voicing input to the delayed veicing signal which requires
that voicing be present a minimum of 40 ms before an indication of wvoicing is
produced. Thus, the short bursts of voiced indication were inhidited from

erfecting the detection of unvoiced stop categorles.
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o0 SFF Filter

, The large number of extra vowel vecognitions indicated by the phonemic
category error analysis were felt to be caused by the circuit techniques uti-

b lized to quantize and filter the SEF signal. The filtering is required to
elininate a small amplitude noise component (100 to 300 Hz) which is found on
the basic ¢2 Hz SEF sighal. This noise cannot be removed by simple low pass
filtering because there are also significant lavge amplitude step-1ike changes
in the OEP signal (100 to 300 Hz) which mast be preserved. The existing pho-
nemic category recopgnizer attempted to cope with this problem by quantizing
the SKEF signal into a number of frequency regions and then filtering each
quantizer output with the hold and delay circuits on cards 6 and 7. These
circuits first filled in 0 ms or less gaps in the quantizer outputs and
secondly rcquired at least 100 ms of signal to be present before a vowel re-
cognition was indicated. This type of processing has the disadvantuage that
twe vowels can be detected simultanevuvsly if the noise and SEF sipnal are in
such a position that two quantizers are activated at the same time. This
action tends to produce a switching back and forth between two vowels which
resuiis in eavta vowel lndicaticis fiva the vowel category detecturs,

An attempt was made during the current program to solve thig problem U
filtering the SEF sipgnul betfore quantization. This prequantizer filter wvas a
20 Hz active low pass filter which could be switched in and out of the clreuit
dejending cn the pregsence or absence of the large amlitude step changes in the
SEF signal. Thus, small amplitude noise ccmponsnits could be filtered out with-
out losing important step information,

Flgure 7 shows the tfunctional block diagram of the circuit develoved to
perform this switchatle tiltering action, The SEF signal {a ved to a (O Hz
active low pass tilter through a FET switeh (“1. When a SEF step change occurs,
switch Q‘ is turned on and Ql of ' 50 that the SEF signal bypasses the filter
and {s applied directly to the output terminal., Switch Ql is contrclled by a
comparator and window threstiold detector. The SEF input signal and the low

2 pass filtered SEF output signal are subtracted by the comparator, The output
of the comparator consists of the noise and step function components of the

. SEF. These are fed to an upper and lower limit threshold detector ghose thresh-

old limits are set by +V and -V. These limits are set high enough that they 3
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are only exceeded by the large amplitude step changes in the SEF signal. When
such a change occurs {in either direction), switch Ql is turned off by the

window threshold detector output. This is done to protect the output signal

from influences of the step change until it is determined to be a step change
and not an isolated large amplitude noise spike. Two conditions must be
satisfied to verify the step change and turn on QQ. First, one full sampling
interval (a pitch period) of no change must occur between the detection of a
step SEF change and its verification. This rejects the influence of one
sampling interval SEF impulses that go up and down during adjacent sampling
intervals. Secondly, the turning on of Q, can occur no sooner than 20 ms
after the detection of the SEF change. Tgcsc requirements are accomplished by
means of a window threshold detector, Flip-Flop, "and" gate, and 20 ms delay
as shcwn in Figure 7.

The operation of this circuit proved quite satisfactory in filtering
the SEF signal without introducing objectional distortions. The circuit was
not, however, installed in the phonemic category recognize* because of the
numerous other changes required for installation. It is, however, recommended
in Section V that, such a change be ultimately added to the phonemic category

recognizer.

2.5  Go Light

The purpose of the go light is to provide (1) the speaker with & visual
indication that the computer is ready to accept the next word and (2) to dis-
able the hardware while .he computer is processing data, i.a., the teletype

printing out results. Figure 8 shows the block diagram for this circuit.
When the computer is operating, Ql is turned inhibiting the operation of the
category recognizer by clamping the amplitude detector in a no speech condi-
tion. The go light operation is initiated by the computer ready gate. A
comparator is used for level conversion of the computer signal. The compara-
tor triggers a .75 second delay to allow sufficient time for all noise from

. the teletype to die out. The .75 second delayed ready gate turns on the "go"
light by means of the lamp driver and turns off transistor switch Ql. Switch

. Q1 enables the amplitude gate detector to operate in its normal manner. As
soon as a word i3 spoken, the go light is turned out by the computer ready

2l
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gate signal. This acticon again turns on Ql disablirg the phoneme category re-

p——

cognizer by furcing a ro-speech condition on the amplitude gate signal line.

2.6 Voicing Detector Modifications

The voicing detector utilized in the phonemic category recognizer orer-
ated by means of a microphone in ccntact with the top of the head tc pick uon 3 §¢

mechanical vibraticns associated with vocal cord activity. (See {final report |

for Contract AF 30(602)%170.) This technique, while extremely accurate, pre=-
cludes the use of the recognizer for prereccrdea speech where this special
microphone was nct available. An attempt wali made during the program to de-

velop a voicing circuit that would operate without the use of the cranium \;;
Y

microphone.
The functional tlock diagram for the new circuit is shcwn ia Figure Q,

Three parameters were utilized to form the output decision:

1. the derivative of the dual time constant
peak-detected amplitude parameter.

2. the zero crossing rate of the clipped
speech. '

3. the low frequency component of the ampli- g
tude parameter,

The reak-detected amplitude waveform hes a spectral component, the frequency
of which is a function of the state of voicing. For unvoiced sounds, the peak
detector tends to charge in small increments at an average rate of 1000 to

| 2000 Hz. During voiced sounds the peak detector is influenced by the pitcn
period and thus tends to charge in fewer but much larger steps with an average
rate of 100 to 300 Hz. This difference in peak detector charging frequency is
detected by triggering a 500 us one shot MV with the differentiated (Rlcl) and

amplified amplitude parameter. Low pass filtering of the one shot cutput con-
verts the pulse rep rate to a baseband parameter whose absolute value corre-
lates with the state of voicing.

This signal is resistively addcd to a second signal derived from the

s

T

clipped speech signal. The average zero crossing rate is extracted

by triggering the 50 us one shot MV each time the
23
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clipped speech signal chenges state. The one shot is used to reset a ramp
generator Ql, C, and R whose average energy is proporticnal to the period be~
tween zero croscings. ILow pass {iltering is again used to reduce the signal

to a bascbesnd paramcter.
The surmmed output of these two signals is subtracted from an adjustable

DC signal in a diiference amplifier. This DC —uvltage serves as a threshcld ad-
Justment for the circuit. The resultant signal is fed to a comparator along
with the amplitude parameter. The amplitude parameter also correlates with
voicing in that unvoiced sounds are cf lower amplitude than voiced sounds
(when considering the system frequeicy resncnse characteristics). The com=
paratcr output is a bilevel signal indicating the voiced and unvoiced states.
This circuit was tested and found to work satisfactorily in good signal-
to-noise environemnts when compared to the cranium microphonre. However, be-
cause of performance losses under poor signal-to-noise conditions, this cir-

cuit was not installed in the equipment.




SECTICN IIIX

CATEGORY SEQUENCE WCRD LOGIC SCOFTWARE STUDIES

3.1 Category Seauence Hatchings Concents

The phinemic category recognition rates indicated by the error analysis
of Secticn II are cbvicusly scmething less than perfect. Such category recog-
s 3 nition rates most certainly would resent serious difficulties in a word re-
. cognition legie which requires all phonemes in a word to be correctly detected
The effects of such a requirement are shown by the lower dotted line in Figure
10, Here, the size of the wora, in number of phonemes, versus the probability
of having correctly detected all of the pheonemes within the word is plotted.
The firure assumes that the average jprobability of detecting each phconeme is

0.9. As shown, a {ive-t'oneme word would be correctly reccgnized less than

4

€07 of the time, while an eight-ihcneme word would be recognized a little bet-

ter than LOY of the time. Such results are, of course, very discouraging ana

seem'contrary to the fact that longer words should be more easily reccgnized
) N by virtue of their additional redundancy. In order to improve word recogni-
tion rates, it is obvious that a word logic must te capable of expleiting vo-
cabulary redundancies.
. The effect of using such redundancy is shcwn by considering the recog-
nition rate of the example just described when any one phoneme in the word is
e allowed to be missing from the detected phonemic string. The middle dotted
line in Figure 10 shows these results. Now, a five-phonere werd would be re-
cognized better than 900 of the time, while an eight-phoneme word is recog-

nized better than 800 of the time. A further refinement of this word recogni-

tion technique would be to carry along with the recognition indication the
number of phonemes found to be missing. This could be used as part of a mea-

sure of recognition confidence or match gquality. It might be argued *“hat if a J

p A A
f N word in the vocabulary (word A) had a correct phcnemic spelling identical to
. the word with a missing phoneme (werd B), then a multijle recogniticn would
Q’;{< occur whenever the word "A" were spoken. This, naturally, could be resolved ]

by noting that the word "B" has a missing phoneme and thus a lower match

quality. If the reverse occurred, i.e., word "B" were spoken and the phonemic .

RGO 8
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category detectors failed to recognize a phoneme guch thut it produced a se-
quence identicel to the apalling of word “A", then no harm is done because it
would have Loen adsrecognized by either systeu.

Ine next logical extensica of this concept is to allow any non-adjacent

photienie irn the word to be missing. The effects of this procedure on recogni-

ticn ratec ore shown in the top line of Figure 10, Now, the eight-phonere vornd

|
i . ! i ]
f. is recogaized 93¢ of the time. The word recognition rate has now exceeded the |
B phonemic category rave for all words less than about 1O phonemes in length.
The category string werd recogaition logic chosen for this program is
based upen these concepts.  They are summarized as follows:
.
1 1. Word matcohes will be made in spite of
uisaing ov extra phonemes in the de-
1 tected phonemlc category string.
. 2. The number and type of nissing and extra
i phoneres will be preserved and carried
] as a match gquality ror final recogrition

decision.

3. The finpa) word recogonition will be based
upon the relative distribution of =atcheld,
rissing, #ad extra rhonewmes.

3.2 Library Concept

» i,

The library training concept proposed and implemented Ry RADC personnel
providas a set of examples (several for each library word) against which a

test word is matched. Each speaxer using the recognicer tust provide a set of

library samples detore the word recognition mode is initiated. This technique

reduces the speaker sensitivity of the recognizer.

The optimum number of libtrary samples required for each vocabulary word
was determined to be three by experimentation at RADC. More than three library
samples per vocabulary word do not appear to increase the recognition rate by
any appreciable amount., This number is, of course, a function of phonemice
category logic design and thus any major changes in its design would be ex-

pected to change these results.

e W”“W ‘ = ' w




R.3 Matching Algorithm for Library and Test Words

The matching of test word and library word phonemic category sequences
is complicated by the fact that there are usually differences between the two
sequences. This is obviously the case when two different words ure being
matched, but also {requently cccurs when the words being matched are the same.
Variability in both the human articulation and equipment cperaticn produces
small but significant differences in the detected phonemic category sequence
for two utterances of the same word even when spoken by the same perscn. Thus,
in wmatcning the phonemic category sequences, it has been found desirable to
first match gross features in the phonemic category sequence (vowel and frica-
tive categouries) and then match the fine detail between these gross phonemic
features, In this manner, general similarities between the test wnd library
words may be fovnd without interference from the minor differences between the
words.

The category sequence ratchirg algorithm achieves this objective by
utilizing an cbserved general phonemic structure of words. This general pho-
nemic structure can be characterized by a sequence of vowels and fricatives
interspersed with stops and nmsals. f.e.. vowel-stops nnd‘/or nasals-tricatives-
stops and/or nasals, etc. In terms of phonemic categories used in the pho-
nemic category recognizer, a word may be desribed by the general sequence
shown below by assuming that the sequence may be started and ended at any

point and that elements may be deleted.
Speciftic lasal Specific
Vowel Vowel and/cr Stop Fricative Fricative

{13),” (7 through 11),—> (& through 6),—> (%), —> (1 through 3),°>

Nasal Specific Nasal
and/or Stop Vowel Vowel and/or Stop

(4 through 6),—> (13), —> (7 through 11),—> (4 through 6) =

A R

29
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Thus, fcor example, the word ‘time', which has a phonemic cetegory sequence

(&) (13) (9,7) (6), matches the general sequence beginning at point A and .
ending at point B.

The category cequence matching algorithm uses rules derived from the -
structural characteristics of this general cequence. These rules have been
devised to force a match based primarily upon gross features of the phonemic
category sequence. These rules have been derived from the follewing con-
siderations.

During the matching of each phoneme category in the library and test
word, the phonemic categories will either be the same or dirferent. If they
are the same, a match is considered made and the next pair of phonemic cate-
gories in the test and library sequences is compared. If the phonemic cate-
gories are different, then it must be assumed that an extra phoneme has
cccurred in vither the test word or library word. The total number of extra
phonemes that must be assumed to complete the werd match is dependent upon
the choice of where the extra phoneme cecurred—the test word or the libre
word.

To demonstrate this situation, consider the matching of the following

sequences:

librar; word 13-7-h-14-2-1¢

test word 13-7---11-1-12 (ncte the missing %)

The 13 and 7 of both sequences wculd be matched. To continue the match,

either the L in the library word or the 1l in the test word must now be

assumed to be extra. If the 4 is called extra, the 1k and 1 would be matched

leaving s total of one extra phoneme for the word match, If the 1k in the

test word is called extra, then only the 1l's could be matched leaving a total

of 3 extras for the final word match (14, 1k, 4). By consulting the previous- ‘
ly described general sequence, the choice of assumed extra library or test

phonemes which will produce a minimum number of extra phonemes can be pre-

dicted. Examination of each possible combination of matches in the general

sequence provides this informaticn, For example, in the general sequence

shown below, a test word (14) matched in the position shown
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livrary (22)(7=225 (L-0) () (L-3) (W= ) (L3) (7-21) (b =0 ) (1)
tost (13)(7-22)00k)
i produces a minimum of extre categories by assuming that an extra :h through

() has occurred in the library word.

The miles resulving from this comparison have beer tabulated in a

¢ x 6 matrix for use in the categosy sequenze word macering algorithm and is

shown in Table G6. For cach combinacion of test werd and library word phonemic

category, an algorithm action fs indicated. As shom, the fine detail within
| the general sequences, f.e,, specific fricative (1..,3) stop and/or nasal
(4,5,0) and specific vowrd (7.8,9,10.11), is matched in a separate routine

called string matching.

3.4 String Matching

Strings are any combination of 7, 8, 9, 10, and 11 or 4, 5, and 6 or

1, 2, and 3 in an unbroken sequence, The intention of the string routine is

L0 svstematically find the maximum nunber of phonemic calepory mactchnes that
can be made solely within the string. This process is accomplished by start-
ing at the end of the string and noving toward the beginning of the string
(front of the word), making all possible matehies until an extra phoneme is
encountered. All matches Lo this point are recorded. The matching next pro-

ceeds to the front of the string and moves toward the end of the string.
Again, cach phoneme in the test word atring is compared with each phoneme in
the library word string. When matches are wade, the phonemes in queastion are
made unavailable “or matches with other unmatched phonemes. After all matches
are made, cross linkages between matched pairas arve noteds  If any occur, a
penalty is applied to the mateh in the form of one hegative match. Thus, In
the following example, there are a total of four matched cutegories and two

extra categories.
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| ‘1ibrary word string 8 11 8 9 i 8

i test word string 8 11 9 0 8 7
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As shown, there are U matches but the crossover of linkages reduces the match

couat by one. A maximum of one negative match is given even when more than

one cross linkage occurs.

3.5 Modification to String Routine When a Nasal is Present

Software work was also directed toward the elimination of word errors
that occur whea a spoken nasal is detected in either the library word or test
word but not both. Under these conditions, the word logic frequently produces
an incorrect word decision because the matching of gross features is disrupted
and produces very poor ratching scores. The effect of this jroblem was re-
duced by assuming that a nasal could be missing if a nasal occurred in either
the test or library word and not the other. Thus, as a special case, an ex-
ception is made to the definition of vowel strings (combinations of 7, 8, 9,
10 or 11) when a 13, 6-13 or 6-5-13 occurs within a sequence of vowels. For
example, the category sequences 9-10-6-13-7-8, 9-10-13-7-8 and 9-10-6-5-13-7-8
are considered to be continuous vowel strings. tring matching under these
conditions is nmade as in a string match, but the scoring is different. Extra

13's are not counted but extra 6's and 5's are counted. For example,

é 25\\?;\\\’ 4 matches

Oo——\O

98 B 9.7 5 matches
]
‘5 8 6 \13\9\7 1 extra nasal (6)
9 8 1n_ 7 % matches
(N
9 8 6 -;~;:§§::-EI~‘ 7 2 extra nasals (5,6)

T dd 4, matches
7 i A 1 1 extra nasal (6)

4
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3.6 Match Quality Caleulation

i 8

A match using the techniques described in the preceding sections is
made between a test word and every word in the training library. The metcl.
qurliity for each word is calculated and the final recognition cheice is mads
by selecting the library word with the best match score. The caleulation of
the match quality or "Q" is performed by dividirng the numver of extra cavc-
gories by the number of match categories for each library word. Two voriaticons
to this basic routine for calculating Q have been tr'ea. The firs® method ig
weighted by the relatively greater importance of the consonant cutcgories
(1, 2, 3, 4, 5 and 6) and the general fricative and vowel ci’egories (12 and
1k). Additional weight is applied to these categories by multinrlying the
appropriate extra category count by two. The value of « is given by the

following equation.

2(Ey v E, +Ey + ) +Eg + Bg +E) g +Epy) + By + Fg + By + By + By

5
Q = . ’ )
Hl t I-.:'_ 1-113 + Alh
where El = eXtra category L
Eg = extra category &
ete,
Ml = matched category 1

M7 = matched category 2

ete.

The second match scoring method makes use of the data obtained from the
phonemic category error analysis. Weights are given to extra and matched
categories according to their probability of detection and non-detection.

The equation for this method of scoring is given by:

E

'7(1-:1»3;,%:‘ *Eh*}‘.é) 41&(E13*E1,‘)*E50E7*EB‘E()*ElO* o

& ohail 3

B(Mg) + My ¢ M, H My e M N M ¢ Mg e My Ny Mg




et Ml it

The categor, sequence word recognition software written for the program can

provide as a option e.ther of these two forms of Q calculation.

3.7+ Software Options

~

Five basic orugram cptions are provided for in the softvare. These

cptions are:

1. Two different methods of calculating "Q".

2. Adjustable limits of Q values for acceptable
recognition,

3. A library evnluate routine in which each
library word is tested against every othler
word in the library to determine the quality
of the library samples.

L4, A tabulate routine that lists the total num-
ber of matches and delctions for each pho-

nemic category which occurred during the
testing of a series cf words.

5. A phonemic category combiner routine to re-
duce the total numher af categories,

Table 7 shows the methods of calling fcr each option via computer hardware
sense switches and data words. Sense switceh 1 is used to continue or stop the
program as desired. Sense switch 2 is used to control the number of words
printed out after each recognition attempt, Position 1 prints out the three
libr~ry words which have the highest Q values, whereas position 2 prints out

only the first choice word. Sense switch 3 is used to change the values of

“DELTA" and "THRESH". These two data wcrds provide a method to reject recogni-

tions which have excessively poor (large) Q values or recognition whose Q
values are too close to each other. Position 1 of the sence switch 3 is used
for continued use of THRESH and DELTA values, while position 2 .. used to
change these values. When all library matches exceed either of these two
limits during the matching of a test word, the word "Eh?" is printed out.
Data word "CONTROL" is used to change several program options. The
first of these is called "old" and "new". The old option uses the first
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SECTION IV

RESULTS
kY Introducticn

The performance level of the phonemic catecory werd recognizer was con-
siderably improved durin,s the prosram with respect to sjeaker-to-speaker
variability. This gain was accoemplished, however, with the additional ex-
penaeof a spearer sample library. OSuch a library was shown to be casity

gunerated and useful in adapting the recognizer to the speaker. Typlcal
speaker performance fur a [5-word library, utilizing the final form recug-
nizer, is shewn in Table 9. The results for a single speaker are analyzed

in detail in the following subsecticns.

ez Training Library Data

The vocabulary utilized for this test ccnsisted of 2) Furtran words.

The vaeabulary list was uttered three times, proviaity, three @ amiples wf each
vcoabulary word. The "Evaluate®" technique was used to tect the wanples, amd
these which were confused with cother vccable words were rejected and

samples were then inserted in their place. Three iterations of the evaluate

r.utine were required to cptimize the library. The final 75-word sample

library is chewn in Table 10. The library ID number, word and categury see-

guence are shown in this table.

w3 Recognition R.ogulis

The reccenition tests were carried out by Jitering four samplea for
each of the % vocabulary words. 7Table 11 shows these results for both
rmethcds of calculating Q. The {irst group of these words shows the top three
cholces and Ltieir Q values tor the first rmethud of Q calculaticn. The receoge-
nized word is cons.dered to be the word with the lowest Q value. The second
group of woerds shiowg the results for the error analysis weighted Q value cale-

culation riethcd. Again, the lowest Q value word is the recognised word. The




lecopnit ion Results for Individual Speakers
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[0 753
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X3 10 &% XWX

= 1) LOGICAL
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Table )

Library Sequence
S9-Wourd Vecabulary

for

WCRD X1
1o I3 X 3D 9

JORD 12
SRS T A e T

Y.RD 13
13 6§ 9 124b W3 8 7 I
WCRD 1%

WORD = 16

WCRD P 47

I3 Az B

WokD = 18

WL 131098

WoRD 1

FWR
1z

CU-TA
13- 9 12

UPTICNS

L1359 414 2138101L6

710 8 & Xk
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1 13 7 & 1% 12

WCURD =0
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RETURN
3 8
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Table 9 (Cuntinued)

WORD = 21 STCP
17 WG e e R 5 TR S o TR T

WORD oe INPUT
13796 4523109897412

WORD 23
v 2 13 9 8

FIVE
> i 5 s & S

WOl b LOCATE

131161391011 4 5137 41k 12

WORD 25  FCRTRAN
M213109108 K138 T96 12

WURD « MIIUS
I3 8 1t 10 7 9 X% 1 Aa
WURD o7 IR

33 1 10 98 9 7 &6 12

WURD 28 CUMPARE
k51391086 %138 91013 12

WORD = 9 EQUAL
376 13 B 10 1
WORD = 30 “FRO

3. 7 9 8 9 10 12

WORD = 31
b 33 B2 7

WCRD = 32

TINES
b5 S T S =
DIVIDE
X 9 5

533 1 8 7T 6 33

WURD = 33
s 1 138
WCRD 3L
% 2 13 1%
WoRD 35

1311109 8

WURD X
3% 33 10

WORD 37

& 18 9 5
W.RD 33
8 38 8 7
WORD =« 39

¢ 13 8 9

WORD = ko
1311 714

SEVEN

S

1»\

71 56131081011 6 32

FALSE
6 I 3 1)

LOGICAL

949313 Th

Carlaa
1

TAXE

513 910

L I 2 12

NINE
I X

-3

SSIGH

1398710106 1
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WCRD = W1

Teble 9 (Continued)

OPTICHS

5213 ) 4142138910116 1% 1 10

WURD Lo
MWy 1033 &

WRD - kL3
2H 113 11 109

WURD = 10!‘
s 33 7 Lok
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137 &6 &5

WORD LS
14 13 9 8
WolhD Lo
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W.RD 50
I 13 10

g o % I3 8 7

SIX
) 1T T
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RETURN
8 10
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WORD = 52 E
3332 9 & ¢ 13 6 ¥
WORD 53 CUMPARE

k-13 8 &6 Kk 13 & 9 12

T AL
g oAl ol 10 e

WORD 55 ZERO
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DIVIDE

13 8.9 ¥ 9 & § W

WORD = S8 SEVEN

e 1 A3 8.6 5 13

I
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10 11

WORD: = 59
ik 2 13

WORD - €O LUGICAL
130896 13 T7T8 9513 9 12
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WORD = 61 FQUR

3 2 13 .39 9 X1 22
WORD = 62 CQMA
k.5 3% 9 1y.9 la
WORD = 63 TAKE

b 313 8 7 % 1 2 12

WORD = 6k NINE

6 12 8 9 8 7 6 12
WCRD = 65 ASSIGH
& I X

WCRD = 66
413989 K14 2138101161k 122

3 K 8 7 6

CPTIQHS

WCRD = 67 SIX

i 1 13

WURD

8 % I% 3 12

68 SLASH

a3 33 309 910

WURD
13 7 &

WJRD

09 EIGHT
v 2 4 12

70 RETURN

13 13 7 & 13 8 1

42

43

Table 9 (Continued)

WCRD = 71 STOP
LG T e T GR - TE JRR

WCORD = ¢ InnT
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Table 10
Match Scores for Four Test .
Examples tfor Each Library Word
ﬁ MIRUS ONE
Y & 13 9 8B T 20 7 1 1 12 90 Ak M g8 A6 13 12
; WORD = 26 MINUS Q = 0,571k WCRD 2 CKE Q = 0.8333
; WCRD = 56 TIMES q = 1.3333 WCRD 52 ONE Q = 0.8333
WCRD = 31 TIMES Q = 1.6000 WCRD 27 CRE Q = 1.0000
NORD © MIUS Q = 04286 | WORD 12 Ca2A Q = 0.875
WURD = 1 MOUS Q = O.hkhh WIRD 5 ONE Q = 1.0000
WCRD = 9% TLMES Q = 1.0000 <CRD > CHE Q = 1.3567
i : 338 7 10 8 7 16 3 8 Ik 1 A2l 33031 10 9 T 8 19
| - g
‘ 3 WCRD = 26 MINUS Q = 0.71k3 WCRD 11 FQUR Q = 0.5000
! ; WORD = 31 TIMES Q = 1.1667 | wcRD 2 CIE Q = 0,800
) 3 WCRD = &3 SLASH Q = 1.3333 WCRD 7 CEE Q = 1.0000 .
1 3 1
i 3 WORD = 6 MEWS Q - C.71%3 | womp 11 PR Q = 0.5000 |
E WCRD = 31 TIMES Q = 135667 W.RD CIE Q = 0.6000 = %
1 3 WSRD = 56 TIMES Q - 1.3333 WURD 27 UE Q = 0.820 < q
| } ]
f 6 13 g 8.7 105 Th 1 2 I3 1% 169 8 6 33 T & 12 ‘
WCRD 26 MIIVS Q = 11667 WoRD 2 CkE Q = 11,0000
WCRD = 56 TIMES Q = 1.5000 W.RD 10 LUGICAL Q = 1.1250
WORD = 31 TRES ¢ = 1.8000 WORD 27 OIE Q = 1.1667
|
WORD 1 MIKUS Q = 0.Lukk WCRD 10 LOGICAL Q = 1.1950
WORD = 25 MINUS Q = 0.8333 WORD 2 (KB Q = ).3667
WURD 56 TIMES Q@ = 1.0000 WORD 27 OB Q = 1.3333
6 13 9 8 ¢ 10 5 34 A 19 13311 -3 ¢ 8 9 & 12
WORD 6 MIIUS Q = 1.1667 WORD 27 CIE Q = 0.14
3 WORD = 56 TIMES Q = X.5000 WCRD 2 (RE Q = 0.3333 .
WCRD = 31 TIMES Q = 1.8000 WURD 52 CIE Q = 0.8000
WCRD = 1 MIIUS G = O.LLlk WORD 27 ONE Q = 0.1000 .
WORD = v MINUS Q = 0.8333 WURD 2 CIE Q = 0.2222 ’ '
WCRD = 56 TIMES Q = 1.0000 WORD 52 JKE Q = 0,5000 |
1
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WCRD
WORD

WUORD
WCRD
WORD =

b I3 9

WORM
WORD
WORD

WORD =
WORD
WORD

'Q 13 5]

WORD
WORD
WORD

WORD
WORD
WORD

h 13 9

WORD
WoRD
WURD

WURD
WORD o
WOilD =

al 86 &

COPARE,

Table 10 (Continued)

0 6 4% 13 8 79 10 12

28 COMPARE
3 U)t'.l‘l\l\r.
93 COMPARE

28 COMPARE
3 COGMPARE
53 CQMPARE

1068 X3 7
12 Cati

953 COMUARE

o8 COMPARE

28 COMPARS
53 COMNPARE
3 CUMPARE

32 6 4 13 8
S COMMA

53 CCMPARE
COMPARE

28 COMPARE
53 COMPARE
3 COMPARE

93 CUMPARE
U COMPARE

1 MIRUS

——
=

CUMPARE
H%3 Cd\.} ARE
3 COMPARE

Q

3

{

Q 0,6000
Q = 0,666
‘ 0.7143

Q = 0.,2308
Q = 0.3333
Q 0.HN0

= 0,713
= 1,1067
e 1.2500

0.63040
e 01778
0. 8000

W 13420
Q = Loooon
q 1.(»"’\)

Q  0.8333
Q * 1.00W
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10 8 10 12
Q = 1.3333
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(8] 1. TH0
Q 0.7:73
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T 10 8 1o
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5 13
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WORD
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13 7
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WORD
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13 f

WORD
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WORD
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WURD

WORD
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WORD

WORD
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L 13 10
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5h EQUAL
L BQUAL

29 EQUAL
I % RETURR
54 BQUAL
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§ EQUAL
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29 BQUAL
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13 10 9
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WORD
WURD
WURD

WORD
WORD
WoRD

WCRD
WORD
WURD

WURD
WORS
WORD

13

WORD
WURD
WORD

WURD
WURD
WURD

WURD
WORD
WORD

worD
WORD
WCRD

'.\."l,u

-2

LN w

ZERO
(ol

a 8

ZERO
ZEKO
NINE
ZERO

NINE
_ERO

9 10
ZERO
ZERO
CNE
ZERC

ZERO
CNE

2 10
ZERO
ZERO
(NE

ZERO

) 4ERO

(NE

20 9

ZERO
ZERO
ONE

~ERO

ZFRO
ORE

Lo LEeo

oL LooLo

DO Loo

12

= 0.8333
= 11,0000
: 1.2000

0.8333
1.0900

- 1.. "‘\‘\‘ )

= 0,000
= 043333

Q000

= 0,000

0.3333
0, 8BOV0

Q. 0000
0.3333

= 1.,0000

© 00,0000
= 0,3333

0. 8000

= 0,1667
= 0,5000

1.0000

= 0,1667
= 0,5000
< 1.0000

Table 10 (Continued)

%= 13

WORD
W 'x\D

WCRD
WURD

WORD

¥ a3 8

WOKD
WURD
WORD

WCRD
WohD
WURD

23

WORD
W.RD
WORD

WORD
WoRD
WCRD

L o113

WURD
WCRD
WURD
WURD

WURD
WURD

3
56
6
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31
O

11
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G

31
56
0

TIMES

O8I

TIMES
TLES
TIMES

TINES
TIMES
TIMES

1

T
TI_' RN ;
’l Dv‘

TIMES
TILES
TIMES

del.

TIMES
TIMES
TIMES
TIMES

TIMES
TIMES

L ©

TR{ES
TINES

T I) {ES

TIMNED
TIMES
TIMES

oL D20

oLoL o088

1k

OO0 OO

o0

Lo

0.6607
0.6667
0.8333

0.k
0.5000
0.54956

= 0.16067

1. 0000

= 1.2000

0.1667

= 0,800

1.0000

0.3333
1.2000

= 1.,4000

= 0.3333
= 1,0000
: 1.2000

: 0.6667
= 00007
= 0.8333
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0.5000
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Table 10 (Continued)

w
i

5138101176 1310985

WORD
WCRD
WORD

WORD
WORD
WORD

13 8

WCRD
WORD
\WRD

WCRD
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WORD

13 8

WORD
WORD
WOKD

WCRD
WORD
WORD

WORD
WORD
WORD

WORD
WORD
WORD

i

1

101161381098 75

10

2L LOCATE
32 DIVIDE
28 COMPARE

32 DIVID:Y
5 ZERO
51 MINUS

32 DIVIDE
58 SEVEN
L0 ASSIGN

2 DIVIDE
2 CONE
8 SEVEl

9 3 5 4

57 DIVIDE
21 8ToP

L6 STOP
57 DIVIDE
1L NINE
6L NINE

9'7 51311109 8¢

2 INPUT
7 INPUT
2 INPUI

27 ONE
59 ZERO
5 ZERO

~
~

12

R

00D ooO0

Lo DoOo

O 0 L0 o O

o000 oD 0

13 7 412

Ll
.0250
= 2.0000

[

L5000
. 55%
. 0000

SRR

612

=°1.5714
= 2.0000
= 2.1459

= 0.7692
= 0.8000
1.0769

= 1.,0000
= 2,0000
= 240000

1.0000
1.5000
= 1.7500

742

= 0.9000
= 1.2500
= 1.2500

= 1.5714
= 1.571h
= 1.8333

SEVEN
% 3 13 8 8 33 10 11
WORD = 8 SEVEN Q
WORD = S8 SEVER Q
WORD = 33 SEVEN Q
WCRD 8 SEVEN Q =
WCRD = 58 SEVEN Q =
WCRD = 21 STOP Q =
ik 1 13 81011 5 13 10 11 13
WORD 8 SEVEN Q =
WORD = 33 SEVEN Q
WCRD = 5B SEVEN Q =
WORD = 8 SEVEN Q =
WCRD = S8 SEVEN Q =
WURD 33 SEVEN Q =
b 1 13 8 9 13 10 11 33
WORD 8 SEVEN Q  0.6:50
WORD 58 SEVER Q = 0.7500
WURD 33 SEVEN Q = 1.1252
WORD 8 SEVER Q = 0.5000
WORD 58 SEVEN Q = 0,500
WORD 71 STOP Q = 2.0000
I 1 13 B 1o 5 13 1 11 i\
WURD 8 SEVIN Q = 0250
WORL 58 SEVER Q - 0.75>
WORD 33 SEVE Q = Y.1850
WORD = 8 SEVEN Q = 0.5000
WURD = S8 SEVEN Q « 5000
WORD = L8 rIVE Q ) CCOT
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14

WURD
WCRD
WORD

WORD
WCRD
WORD

1h

WCRD
WCRD
WCORD

WORD
WORD
WORD

1k

WORD
WCRD
WORD
WORD
WORD
WOURD

)

2

WORD
WORD
WORD

WORD
WORD
WORD

13 320 9

3% FALSE
54 FALSE
9 FALSE

34 FALSE
59 FALISE
) FALSE

13 10 1h
3% FALGE
59 FALOE
9 FALSE

34 FALSE
59 FALSE
9 FALSE

13 10 1k
34 FALSE
59 FALSE
9 FALSE

3k FALSE
59 FALSE
9 FALSE

13 10 7
59 FALSE

34 FALSE
9 FAISE

59 FALSE
3% FALSE
9 FALSE

Table ¥ (Continued)

FALSE

3 1L e
Q
Q
Q
Q
Q
Q

L A8
Q
Q
Q

3 1

i 1 X
Q
Q
Q
Q
Q
Q

co0 oo

= 0, 1(11"|'
= 0.3333

0. 5000

0.1067
0.3333
0.5000

0.0000
0.1667

0.33:

>
LS

Q. 0000
0.1667
A >

W
L)
.

.

= 0.2000

0.1067
0.3333

0. 0000

© 0.1667
+ 0.3333

0.0000
0.1€67
0.5000

0.0000

= 0.1667

"

0.5000

13 9 g o O S S
WORD 35 LOGICAL
WORD 1> LOGICAL
WORD 60 LOGICAL
WORD 35 LOGICAL
WORD 10 LOGICAL
WORD L5 RETURN
1310986 4 158

WORD 35 LOGICAL
WORD 10 LOGICAL
WORD 60 LCGICAL
WORD Th LOCATE

WORD 25 FORTRAN
WORD 22 INRUT

13 10 9 8 5 13 7T &
VORD » 35 Lkl‘lICt\L
WORD 10 LOGICAL
WORD €0 LOGICAL
WORD 3% LOGICAL
WORD 10 LOGICAL
WCRD 45 RETURN
1310985138 413910
WORD = 10 LOGICAL
WORD = 35 LOGICAL
WOKD 60 LOGICAL
WOED 35 LOGICAL
WCRD 10 LOGICAL
WORD = 028 COMPARE

13

oL 0

o 00

Q

Q-

\
N

o 00

000

o0 0 ~3

10 12

= 0,'}\0‘\,"\
0.6606
= 0.8750

Q. 5000
0.955%6
1.5000

7 k513 107 12

= 0.7273
0,9000
v conn
21409
2.3150

571k

i3 1

0.3636
= 0, 5000
1.,0000

= 0.3636
= 0.4000
= 1.6667

= 0.7778
= 0.8000
1.2500

= 0.7000
= 0.7778
= 1.8571




A
RN A

> 3 ';:‘f ,.-.-“‘.' ‘.‘. 0“-‘ )/ ;' ! ’ TN "’«," S \o o .. e . e ¥ any
B VR NS R B e N W P A Sl RN 4 TN L 2
A«m«.&m}s&i&«&a&?&%&ﬂ B kb i 5 SR BT T S

|8 { N . ' ¥ e . : SR ....
{ b
i "

gl a ‘qi-g‘).:‘ Sy % ,._".‘:;,\'-.;;- e 3
R "WRE S 4 L UG R Y S S

Table 10 (Continued)
: EUR CaA
i : MW 13 2 10 9 8 212 k13 9 &8 11 5 22
WORD 36 FOUR Q = 0.5000 | WORD = 37 coMA Q = 1.0000
WORD = 11 FQUR Q = 0.7300 | WORD = &7 DIVIDE Q = 1.5000
WORD = 2 ONE Q = 1.0000 | WORD = 62 CQMA Q = 1.5600 :
] WORD = 36 FOUR Q = 0.5000 [ WORD = 37 COMMA Q = 0.7500
’ WORD = 2 ONE < =1.2000 | Wukb = 62 COMMA Q = 1.0000
WORD = 11 FQUR Q =1.2500 | WORE = 52 ONE Q = 1.5000
Iy = 13 10 9 8 12 b 13 9 11 8 6 13 9 1
E |
? WORD = 61 FOUR Q = 0.4000 | WCRD = 12 COMMA Q = 0.1429
| WORD = 36 FQUR Q = 0.7500 WORD = 53 COMPARE Q = 0.8333
3 WORD = 73 FIVE Q = 1.%000 WORD = 28 COMPARE Q = 1.8
WORD = 61 FOUR Q = 0.4000 | WORD = 12 COMMA Q = 0.1000
E | . WORD - 36 FOUR Q = 0.7500 | WORD = 32 DIVIDE ¢ = 0.8383
: - WORD = 73 FIVE Q = 1.8000 { WORD = 37 COMMA Q = 1.0400 i
. F
) s LIRS I T o A T h 13 8 9 11 6 13 9 12 ]
| WORD - 61 FOUR Q = 0.6000 | WORD = 12 COMMA Q = 0.142% :
| WORD = 36 FOUR Q = 1.C000 | WORD = 53 COMPARE Q = 0.8333
; WORD = 11 FOUR Q = 1.2500 | WORD = 3 COMPARE Q = 1.6€€7
I WORD = ol FOUR Q = 0.6000 | WORD = 12 CQMA Q = 6.1000
E WORD = 36 FOUR Q = 1.0000 | WORD = 62 CAMA Q = 1.2000
3 g WORD = 11 FOUR Q = 1.7500 | WORD = 32 DIVIDE Q = 1.2500
. i ‘ E !
{ W 2 13 9 10 1 8 12 b 13 9 6 13 9 10 12
‘ WORD = 61 FQUR Q = 0.6000 | WORD = 12 COMMA Q = 0.3333 !
WORD = 73 FIVE Q = 1.0000 | WORD = 53 CQMPARE @ = 1.2000
f! WORD = L8 FIVE Q = 1.3333 | WORD = 28 COMPARE Q =1.285
¢
g WORD = 61 FOUR Q = 0.6000 | WORD = 12 COMMA Q = 0.2222
WORD = 73 FIVE Q = 1.3333 | WORD = 5 ZERO Q = 1.1429
. WORD = W8 FIVE Q = 1.6667 | WORD = 37 COMMA Q = 1.5000




L 13

WCRD
A WCRD
| : WORD

WORD
WoRD
WoRD

WORD
WURD
WORD

WORD
WORD
¥ORD

WORD
WCRD
WCRD

WCRD
WORD
WCRD

L 13

WORD
WORD
WCRD

WORD
WORD

s is&*‘

b cnavdeL) xogﬁw—x&J5JkWSad

8

4 13 8

b 13 8

T

Table 10 Continued)

TAKE

TG T 2 R O12 6 13 8
13 TAKE Q = 0.2857 WORD

39 TAKE Q = 0.2857 WOR
63 TAKDL Q = 0.2857 WCRD
13 TAKE Q = 0.2857 WURD

38 TAKE Q = 0.2857 WORD
03 TAKE Q = 0.2857 WORD

? ok 2k 2 k32 6 13 8
13 TAKE Q = 0.2857 WORD -
35 TAKE Q = 0.2657 Wurw
63 TAKE Q = 0.2857 WORD
13 TAKE Q = 0.2857 WORD
35 TAKE Q = 0.2857 WORD
(3 TAKE Q = 0.2857 WORD

7 4 1k 12 6 13 &
13 TAKE Q - 0.3333 WORD =
38 TAKE Q = 0.3333 WORD =
63 TAKE Q = 0.3333 WORD =
13 TAKFE Q = 0.3333 WORD

38 TAK: Q = 0.3333 WORD =
€3 TAKE Q = 0.3333 WORD -

7 4L 1k 2 2 13 7 9
13 TAKE Q = 0.0000 WORD

38 TAKE Q = 0.0000 ORD =
63 TAKE Q = 0.0000 WORD =
13 TAKE Q - 0.0000 WORD =
38 TAKE Q = 0.0000 WORD -
63 TAKE Q = 0,0000 WORD =

7

1h
39
ol

b
'%\)
Oh

1k

1k
Ch
39

1k
6h
39

‘\a \\“&I( Kb

)

10

NINE
NINE
NINE

NINE
NIRE
NINE

NINIE
NLhv
NINE

NIKRE
NIIE

) RIKE

NINE
NINE
NINE

RINE
NINE
NINE

7 10 12

ZERO
ZERO
MIIUS

ZERO
ZERQO
CIE

0 00

oo

SoH LLLO

D0 0 D00

oo pDoo

i Van i

mmmsw»,.«m;: SR .&MQMAM'M%&HW‘- vaWw‘i\, APIDRRIR

0,5000
0. f,oo.\
1. 0000

0..857
0. .\S‘)'{

= 04080

0.0000
0.3333
0. 8000

= 00,0000

0.1111
0.3759

= 0,0000

0.3333

- 0,4000

0, 0000

x Qi dldl
: 0.2500

= 0.4000
- 0.8000
= ).2000

= 0,000
= 0,8000
= 1.2500
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WORD
WORD
WORD

WORD
WORD
WORD

13 7

WCORD
WIRD
WORD
WORD

WCORD
WCRD

13 7

WURD
WORD
WORD

CRD
WORD
WORD

13 10

WORD
WORD
WORD

WORD
WORD
WORD

ASSIGN

L0 ASSIGN
15 ASSIGN
T2 INPUT

i ofh ot

40 ASSIGN
14 ASSIGN
Te INAUT

noanon

a2

15 ASSIGN
= 40 ASSIGH
- 7? IRUT

15 ASSIGN
L0 ASSIGN
72 INRUT

H h n

3% 2 13 9 8 7

4O ASSIGN
15 ASSIGN
45 RETURN

" hon

LO ASSIGN
15 ASSIGN
L5 RETURN

14 1 13 9 810187101

4O ASSIGN
15 ASSIGN
50 FORTRAN

nonon

Lo ASSIGN
15 ASSIGN
50 FORTRAN

9 8 7

o o0

Honon

D00

o000 LoO

i

N R

[ TR R A

0.8750
0.1429
2.3333

0.750¢
1.0000
2,3333

0,5000
©.6250
2.7000

= 0.3750

0.5000

= 2,0000

W non

6 12

0.2000
0.3333
1.6667

0.1538
0.2500
1.3333

1.1250
1.4286
2.5000

1.0000
1.2857
3.1667

Table 10 (Continued)

k 13 8 9
WCRD = 66
WORD = 41
WORD = 13
WORD = 66
WORD = k1
WCRD = 13
4138104
WORD = 66
WORD = 41
WCRD 16
WORD = 66
WORD =
WORD = 20

1394

WORD =
WORD =
WURD =

WURD
WORD
WORD

nonon

bR/

o1y

CPTIONS
CP"IOI!Q
TAKE

OPTICHS
OPTIONS
TAKE

14 2 13

OPTICIS
UPTIONS
CPTICNS

OPTICKS
OPTIQNS
RFTURI

213 &
CPTICN
CPTICIHS
OPTIONS

OPTINS
CPTIOQNS

RETURN

L 13813 414 213
WORD = 10 LOGICAL
WORD = 16 OPTIONS
WORD = 35 LOGICAL
WORD = 66 OPTIONS
WORD = L1 OPTIONS
WORD = U5 RETURN

OPTIONS

oL @
1

OO O

6 1k

O L0
no

nouwon

D0 0

3 10 11 6 14

i onoun

LD pPPOLLO

810116

D00 ©OOOH

0 onon

B I 7 I -

0.3333
0.9000

- 1.6€667

0.2500
0,7000
©.3333

0.3333
0.9020
1.6667

0.2667
0.6154
1.7000
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R Table 10 (Continued)
NG 7 SIX SLASH :
3 \ b - -
; W 113 9 8 & 14 1 12 14113111098710874% 14210
! : WORD = 17 SIX Q = 0.1k2) | WORD = 18 SLASH G = 16607
‘ WORD = 67 SIX Q = 0.1h29 | WORD 43 SLaSH e = 0.3077
WCRD = L2 sIX Q = 0.5000 | WCRD = 68 SLASH Q = 0.k000
WORD = 17 SIX Q = 0.1429 | WCRD = 18 SILASH Q = 0.1667
WORD = 67 SIX Q = C.2429 | WCRD = 43 SLASH Q = 0.5077
; WORD = k2 SIX Q = 0.5000 | WCRD = €8 SLA3I Q - 0.%000
1 33 8 7T OB Ik X A2 1213 1 9 @80 13 o3 X
WORD = 17 SIX Q = 01429 | WORD = LB FIVE %= 0870
WORD = k2 SIX Q = 0.1%23 | WWRD = 68 SLASH Q = 1.0000
WORD = €7 sIX Q = 0.1420 | WORD = 72 FIVE Q2 = 1.0000
WORD = 17 SIX Q = 0.1422 | WORD = U8 FIVE Q = 0.8750
WORD = &2 SIX Q = 0.1479 | WORD = €8 SLASH G = 1.,0000
WORD = 67 SIX Q = 0.1429 | WORD = 73 FIVE Q = 1.0000
3 1 13 9 & L' 31 32 141123109821011 7 b 14 212
WORD = 17 SIX Q = 0.1%29 | WORD = 68 sLASH Q = 0.2000
~ WORD = 67 SIX Q = 0.1429 | WORD = 18 SLASH Q = 0.%000
. 3 WORD = k2 SIX Q = 0.5000 | WCRD = 23 FIVE Q = 0,800
. g WORD = 17 SIX Q = 0.1429 | WCRD 68 SLASH Q = 0.2000 ‘
E. : WORD = 67 SIa Q = 0.1429 | WORD = 18 sLASH Q = 0.4000
3 WOKD = ULz SIX Q = 0.5000 | WORD = 23 FIVE Q = 0.8000
KF 3% X 33 8 &% 1h X 232 14113111098 7107 Lhik21le
WORD = 17 SIX Q = 0.2857 | WORD = 18 SLASH Q = 0.2727
WORD = 67 31X Q = 0.2857 [ WORD = 68 SLASH Q = 0.3000
WORD = 42 SIX Q = 0.6667 | WCRD = U3 SLASH Q = 0.0364
WORD = 17 SIX Q = 0.2857 | WORD = 18 SLAsH Q = 0.2727
WORD = 67 SIX Q = 0.2857 | WORD = 68 SLASH Q = C.3000
WORD = 42 SIX Q = 0.6667 | WORD = W3 SLASH Q = 0.636k %
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WORD
WORD
WORD

WORD
WOKD
WORD

13 8

WCRD
WORD
WORD

WCRD
WORD
WCRD

WCRD
WORD
WORD

WORD
WORD
WORD
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EIGHT

o1y 2 1v

Wl BIGHT
€9 EICMT
19 EIGHT

L4 EBIGHT
69 EIGHT
1y EIGHT

7 b 14 1 212

19 EIGT
17 SIX
26 MIIUS

19 EIGHT
26 MINUS
31 TIMES

% 16 1 12

"o

“

i u

won #

19 ETIGHT
Lo SIX
9 FALSE

19 EIGHT
42 SIX
1 MINUS

P L T -

69 EIGHT
19 EIGHT
L4 BEIGHT

69 EIGHT
19 EIGHT
W EIGHT

i Do
.5 Wi

"\m"

0 .
R o2 ')‘\ \,\ “‘

Table 10 (Cuntinueq)

\
RETURN
13 8 7 4 13 8 10 11 12
Q = 0.4000 | WCRD = L5 RETURN Q = 0.2500
Q = 0.4000 | WORD = 20 RETURN Q = 0.571h
Q = 0.5000 | WORD = 29 “QUAL Q = 0.8000
Q = 9.2000 | WORD = U5 FOTURN Q = 0.1250
w = C.%00 | WORD = 20 RETURN Q = 0.4086
Q = 0.5000 | WORD = 70 RETURN ? = 0.6667 3
I3 11 8 7 L 13 8 11 1p by
A
Q = 0.7500 | WORL = 20 RETURN 0 = 0.2500 pree 229
Q = 1.0000 | WCRD = 70 RETURM Q = 0.428 !
Q = 1.0000 | WCRD = 45 RETURN Q = 0.5714 f
) =4
Q = 0.7500 | WORD = 20 RETURN Q = 0.1250 = R
Q = 1.0000 | WORD = 70 RETURN Q = 0.2857 -
Q = 1.0000 | WORD = 45 RETURN Q = 0.4286 B
SR
13 8 7 4% 13 8 11 22 E- N
Q = 0.5000 | WORD = 20 RETURN Q = 0.4286 b
Q = 0.8000 | WORD = 45 RETURN Q = 0,428 R
Q = 1.5000 | WORD = 29 EQUAL Q = 0.6000 8
Q = 0.5000 | WORD * 20 RETURN Q = 0.2857 F
Q = 1.2000 | WORD = 45 RETURN Q = 0.2857 ey
Q = 1.2500 | WORD = 70 EQUAL Q = 0.5000 i -
- ,})
L N
=
13 8 7 & 13 8 10 13 T 12 4
Q = 0.4000 | WORD = 45 RETURE Q = 0.8571
Q = 0.5000 | WORD = 29 EQUAL Q = 1.2000 e
Q = 1.5000 | WORD = 20 RETURN Q = 1.3333 -
Q = 0.4300 | WORD = 45 RETURN Q = 0.4286 S5y
Q = 0.500C | WORD = 29 BEQUAL Q = 0.8000 e N
Q = 1.2500 | WORD = 20 RETURN Q = 0.8333 N
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i Teble 10 (Continued)
STCP FIVE
3
yf M1 0k 13 9 % 12 p3% 13 9 8 7T 1 ik 2 1ip
s WCRD = 71 STOP Q = 0.1667 | WCRD = U3 FIVE Q = 0.6571
i 1 WORD = 21 STCP Q = 9.5000 | WORD = 72 FIVE Q = 1.00%
g = WORD = L6 STOP Q = 0.5000 | WCKD 18 SLASH Q= Yakoy
E’ £ WCRD = 71 STOP Q = 0,1667 | #CRD = L8 FIVE Q = 0.8571
? WORD = 21 STOP Q = 0.5000 | WORD U3 FIVE Q = 1.0000
g 3 WCRD = L6 STCP Q = 9.5000 [ ¥IRD 13 SLASH Q = 1.4
: 2
|
i 1 1R !, - (o T S 33,13 9 8 9.8 7 1% @2 1>
: 1 /
D 1 WORD - 71 STOP Q = 0.1667 | WCRD = 73 FIVE Q = 0.7143
E - WORD = 21 STOP Q = 0.5020 | WORD LS FIVE Q= 1.0000
L WCRD = L6 STOP Q = 0.5000 | WCRD 23 FIVE Q = 1.1250
l_ ] WCRD = Tl STOP Q = 0.16€7 | WCRD = 73 FIVE ¢ = 0.7143
WCRD = 21 STOP Q = 0.5000 | WORD = LB FIVE ¢ = 1.0009
| WCRD = U5 STCP Q = 0.5000 | WCRD = 23 FIVE 8 = 1.1250
?' :
3 g % 1 b 13 8 4 12 M21338710810 71212
', r WCRD = 71 STOP Q = 0.1667 | WCRD = 48 FIVE Q = 0.300
WCRD = 21 STOP Q = 0.5000 | WOoRD = 73 FIVE Q = ¢.3333
WCRD = U6 sTOP Q = 0.5000 | WCRD = £3 FIVE Q = 0,7000
' WORD = 71 STOP Q = 0.1667 | WORD = U8 FIVE Q = 0.3000
3 WCORD = 21 STCP Q = 0.5000 | wc = T3 FIVE Q = 0.3333
‘ ‘ WORD = U6 STOP Q = 0.5000 | WORD = 23 FIVE Q = 0,7000
| -
) : | W T AT W % 2 13 9 & 10 11 1k 2 1>
: WORD = 71 STOP Q = 0.,1429 | WCRD = U8 FIVE Q = 0.2222
; WORD = 21 STOP Q = 0.4236 | WCRD = 73 FIVE Q = 0.2500
: WORD = L6 STOP Q = 0.b286 | WCRD = 23 FIVE Q = 0.6667
WORD = 71 STOP Q = 0.1429 | WORD = LT FIVE Q = 0.2222
WORD = 21 STOP Q = 0,4286 | WORD - 73 FIVE Q = 0.2500
. WORD = L6 STOP Q = 0.4286 | WCRD = 23 FIVE Q = 0.6667
Sk
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WORD
WCRD
WORD

WCRD
VWORD
VICRD

6 13

WORD
WORD
WORD

WCRD
WORD
WORD

v WCRD
\ i 4 WORD
' WORD

_ b WCRD
Ly WORD
: WORD

13

WORD
WORD
WORD

WORD
WORD
WORD

6 13

(]

¥ e : b, e
e SRR 28

AL

Table 10 (Centinued)

ARY D \ i
G oot Xty o Al bl bl Rl BT
SR TIN e R0 A 0 s NGy Ty s e i T

A, c

LOCATE FCRTRAN

13 9 313 I 13 B 7 4 ¥ oy 3T A0 9 8
7% LOCATE Q = O.kukk WORD 75 FORTRAN
49 LOCATE Q = 1.0000 | WORD = 25 FCRTRAN

22 INWT q =2.8571 WORD 50 FCRTRAN

= Th LOCATE G = 01667 WCRD = 75 FORTRAN
= L9 LOCATE Q = 0.7273 WCRD = 25 FCRTRAN
= 22 THEUT Q = 1.2857 WCPD = 50 FCRTRAN

g 10 4 5 13 8 7 &k 1s i3 10 9 16 &L 13
= L9 LCCATE Q = 0.2000 WCRD = 50 FORTRAL
= Th LCCATE Q = 0.2222 WCRD = 74 FORTRAN
= o3 IHPUT Q = 1.1250 WORD = 45 RETURN
= 74 LOCATE Q - 0.1667 WORD = 50 FCRTRAN
= L9 LOCATE Q = 0.3077 WCRD = 75 FCRTRAN
72 LiPUT Q = 0.857T CRD = Y45 RETURY

(00
~3

10 » 5 13 e X0 G

= L9 LOCATE Q = 0.2000 WORD. =
= 7h LCCATE Q = 0,2222 WCRD =
22 INRUT @ = 1.1950 WCRD =

10 8 &

25 FORTRAN
50 FCRTRAN
75 FCRTRAU

74 LCCATE Q = 0.16€7 WORD = 45 RETURN
= 49 LOCATE Q = 0.3077 WCRD = 25 FORTRAN
= 72 INRUT Q = 0.8571 WORD = 75 FCRTRAN
10 9 10 kB 5 13 8 7 b Yz ih 2131098 & 13
= 49 LOCATE Q = 0.6667 WORD = 75 FORTRAN
= 72 INRUT Q = 0.7500 WORD = 25 FORLRAN
= 74 LOCATE Q = 0.7500 WORD = 50 FORTRAI
= T2 INPUT Q = 0.6250 WCRD = 75 FCRTRAN
= 74 LOCATE Q = 0.6250 WCRD = 25 FCRTRAN
= 22 INRT Q = 0.6647 WCRD = 50 FCRTRAN

b1z

OO L

OOH

=

8 7

ODDODH OHDLO

13 5

O O

OHH O

(o]

o

/| [ Y |

n

wonon

]

"onou

7 10 1=

0.4000

0.5500
045355
0.6000

7 10 6.12
Q = 0.1818
Q = 0.2727
Q = 0.7778
Q = 0.1h29
Q = 0.21L3
Q = 0.6067
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WORD hr
WORD =

WCRD 72
WURD 4
WORD y

187 6

WCRI b7
WCPD = 72
WORD = 22

WCRD L7
WORD 72
WCRD z2

13 7

WORD = 72
WORD 22
WCRD W7

WCRD
WCRD
WORD

7

13

WORD =
WORD
WCRD

L7
e

e

L7
72

WORD
WORD

Table 10 (Continued)

INPUY
NRUT

> INRUT

ILIIRUT

7 IUPUT

INT

INPUT

S i

INRUT
INRUT
IIUT
INRUT
INRUT
INPUT

INPRIT

Q = 0.3636
Q = 0.1167

(03]

OO L

O .DH

a3

0

LD &5 D

D00

~3

10 9 8

OO LLOL
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detected category sequence is ulso shown for each test word just before the

Q values,

The raw recognition rates for the 100 test utterances were 9L7 recep-
nition and 6% errors ror Q cption #1, and 92} reccgnition and 8% error:z fcr
Q opticn #2. This data dces not muke use of the threshcld value provided in
the program. When tnis provision is used., an advantage appears in the use cf
the second method of Q calculation. Figures 11 and 12 shows the effect <f
varying the threshold value. The figures show the percentapge of reccgniticn
error and non-recognition rate for varicus values cf threshcld applied to the
match @ value. By comparing the two curves, it can be seen that if it is de-
sired to hold he error rate tc 235, for example, then opticn #1 has a rzcog-

nition rate of 597, a non-recognition rate of 32%, and an error rate of Z7.

Option { z, however, has a recognition rate or 757, a non-recogniticn rate of
23%, and an errcr rate of 2%. Thus, obvious improvements are ava:lable ty
using the nasal string and error &nalysis weighted Q calculation provided
for by option #2.

The relative importance of the nasal categorr errcrs can be seen in
Figures 13 and lit. Here, the &5 word vocwoulary data nas been revorzed t
elinminate vocabulary words containing nasals. The results have changed ccn-
siderably. The unthresholded reccgnition rates are now 987 for beth crtiocn 1
and opticn & @ calculaticn. There still appears to be an advantage with cp-
tion 2 when the Q threshoid is applied as shown in Figures 13 and 1lk; hiwever,
this is due cnly to che advantages cf error analysis weighting of Q calc:ila-

tion.
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SECTICON V

CCLICIUSICHS AlD RECO-MMENLDATICHS

The category-sequence word recognition sof'tware was pursued to a rela-
tively high dgreee of refinement during the program. Analysis of test data
taken at the end of the program has lead to the conclusion that the next major
step in the recognizer performance w:ll come with improvements in the phonenic

category recognition hardware. licwever, work directed at improving the pno-

nemic cateyeory recognizers during the course of the pregram has led to the
conclusion that extensive changes 1:st be made in the category detectors be-
fore a significant reduction in their contribution to word errors can be made.
It is felt that the implementaticn or these changes will require a complete

o o

redesign and rebuilding of the phonemic category recoginnizer. These changes

are aimed at four specific problem ereas:

1. The eliminaticn of certain design
limitations.

2. The reduction cf random errcrs
caused by the rarameter extractors.

3. The reduction ¢f random errors
caused by the categery extractors.

k. The reduction ctf the reccgnizer's
sensitivity to external acoustic
noise.

While each of these areas is important to the overall performance, it
is felt that the first arca, design limitations, is the mcst important to the
nasal category recogniticn problem inasmuch as it will permit the inclusion of
additional information upon which to base the nasal recognition decisicn.

Four design limitut.on changes are {elt to be necessary. These are:

1. liew Caterory Extractors

The most seere deficiency in the present reccrnizer is the
inability to reccognize nasals with satisfactory reliability. The
inclusion of two new phonemic categories should greatly help to




Bt e e

|

reduce this problem. These categories are really the semi-c
features encountered in the articulation of nasals. These somi-
stops are divided into semi-onset and semi-relcase classes.
While these featurcs do not uniquely identify the occurrence c:
a nasal, they always cceur vhea a nasal occurs, (Unfortunatel.
semi-stops are alsc found during the articulaticn of 1l's and r-'cs
in certain phonemic envircnments,) This overlap is not severe
because the occurrence of the feature is sufficiently eonsisternz
to aprear in both test and library words. Thus, the r use as a
category should provide back-up for the existing nasal categorys
It is &lso suggested that the intervocalic pause alsc be carried
as a separate new category. In the current logic it is used &ac
a feature. This tends to rob the word logic cf a reliable bit
of information relating to the phonetic structure of the word.

-

2. Inclusion of Phoneme Duraticnal Informaticon

The present category extractors do not include phcneme durz-
tion as part of the information transmitted te the word logic.
It has become evidernt from working with the detected strings of
phonemic category that the inclusion of vowels and fricatives
quration would provide sipnificant held ac¢ the word logie leves
in determining the relative importance of vowel and fricative
detections. At present, for example, many extra vowels are de-
tected. The relative importance of these vowels cannot be dets
mined because of the lack of duraticn information. (In gener:
the longer the vowel the more sigmificant.) It is sugirested - at
such information can be incorporated by providing the :lonemic
category logic with the capability of repeating a category det:=c-
tion in nroportion to its duration. The word logic may then
weight the relative importance of any detection by tlie number o2
repetitions. ‘Thus, the category sequence 13-8-9-10-1h-1-12 mi-at
become 13-8-0=2-2-10-14-1-12 or 13-85-8-8-0-10-1L-1-12, dependir.:
uron the relative d:ration of the 8 and ) category.

3. Fricative Detectcyr Modifications

Fricative detections should te rmade on an instantaneous para-
meter basis rather than on an average parameter value during toe
fricative interval as is done in the current logic. The present
fricative detectors produce one fricative decision per fricative
utterance, and thus only represent the average value c¢f the rrica-
tive. It has become clear that the fricatives should be detected
nuch the same way as the vowels. Thus, if a change in the {rica-
value ocewrs during the articulatior, an indication of that change
should be sent to the word logic.

Gasiatih Sang
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f‘ 3 L, Additional Purameters
; An additional parameter has been found that imprcves the dis- 2
K criminction of the f®h category. This parameter is a measure of
R the randcmness of the period cf the clipped speech signal, The .
j more random the period, the more likely that an fBh category is &
3 present. This inrcrmation should be incorporated as a supplement

3 to the rresent SEF spectral information.

3 The eliminaticn of random errors produced by the parameter extractors
& involve three changes:

2
j 1. JEF Filver

3 The SEF ~xtractcr output contains a certain component of ncise
& that is difficult to filter cut with normal techniques. This is

E because the signal is characterized by large, very fast changes

E that centain sipgnificant information as well as small fast changes
1 thet are noise. GSirple low-pase filtering ta eliminste tha noice
also eliminates the large fast changes. A rrogrammable filter has
been breadboarded that heavily filters the signal in the absence
of large changes and greatly increases its bandwidth during the

e fast changes. This technique shows a major reduction in the sig-
:y nal noise without losing any significant informatior. 5
1

SN PR o

2 mplitude Detecter

The vrresent amplitude detector uses a peak dctector envelope
] filtering technique. It has been found that low=-pass filtering
~ proauces a more ccnsistent sigral respense. It is suggested that
' this filtering csys+em be adopted.

4 3. SFF Vowel and Fricative Quantizers

A The yropcsed change in the SEF filter makes possible a better
tj SEF quantizer that should considerably reduce the nunber of extra
3 vowel detections. In the rast, hecause of SEF noise, it was im-
pocsible to emplcy hysteresis in the threshold detectcrs. By
using the SEF filter, a good deal of noise present in the output
of the gquantizers can be eliminated by the use of hysteresis.

There are two changes that would help to eliminate errors in the pho-
nemic category detectors. These are:




1. Background Noise Level Shift for the Stop Catepgory Detectors .;;& |

The stop category detectors utilize the derivative amplitude Y 1
parameter informacion to make decisions. The amplitude of the
derivative is a function of the background level; thus, stop
category decisions based upcn derivative amplitude are modified
by background level. It is suggested that background level can
be compensated for by moving the stop detector threshold in ac-
cordance with a measurement cf the background level.

PP T T

i 2. Vecwel-Fricative Detector Phonetic Envircnment Errors

The vowel-fricative detector is based upon the detection of

fixed minimum durations cf voiced and unvoiced energy. Unfor- 1

tunately, these minimum durations vary depending uron the pho- F

i - netic environment. It is suggested that these various environ- b

ment conditions be used to alter the minimum time duraticn re- ¢
quired to make vowel-fricative category decisions. vl
a
ol
One change is recommended tn veduce thie poise sensitivity of the recco- e
nizer. This involves a modification of the speech silence detector so that ' ~t
the presence of a minimum duration period of voicing information is required :2,
to establish the presence cf a spoken word. If this requircment is met before ”
the amplitude parameter returns to silence, the word logic is reset. :E
e | .'3'
| v
: o
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SECTICN VI

CIRCUIT DIAGRAMS

The circuit diagrams for the two cards added to the recognizer are
shown on the following pages along with a table of the backpan wiring changes.
Also included are the circuits developed for the SEF filter and the veicing

circuits which were nct installed in the recogniczer.
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Table 1z
Wiring Changes on the Experimental Voice Sound Reccgnizer R
3 ";‘
TO FRUM PURPCSE k y
Card  Pin Card  Pin f »
15A LR 9 LR A E
. 15A 17R 15 €R Q
{ 15A 17L 7 19L Q3 (DELAY)
i 15A 19R 5 17R Qy
4 19A 2 3 17L S¢
| 15A 21L 8 21R Sp
4‘ 13 LR S 11R F
i X 17L GO LIGHT t -a
i XX 17R GO LIGHT
! XX LR CQMPUTER "READY" INPUT

p0.¢ R 8 19R
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Report on sveech recognizer experiments

‘Jm’hu

IEE)

lome Afr Develorment Center (EMITP)
Griffiss AFR, NY 13LLeC

W asiiAalY

"Voice Uound Recopnizer" oripinally built

caufmment utilized the tecimiquesn of Sing

made during the prosram which inelade the
by meana of diatance functions defined Ly
nearest

ulary.

le Unuivalent Formant
rhonemic catepory recognition, and cateporyv-scauence word recopnition,

This report deseribes the efforts undertaken to fmorove the exverimental model

under Contract A 3000 =<0T=0300, This

Fitensive hardware and software nodifications to the basie recopniter system vere

use of semimutonat ic speaker adartetion
sote of phonemic entegory strings and

nefphbor vord recopnition decinjons.

The final recopnfzer confimuration disptaved a reduced speaker seonftivity and
an averngee recopnition rate for four speakers of J39€ when using n dhevord vocab-

parameter oxtraction,
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